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Figure 5
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Figure 8
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TEXTUAL AND GRAPHICAL
DEMARCATION OF LOCATION FROM AN
ENVIRONMENTAL DATABASE, AND
INTERPRETATION OF MEASUREMENTS
INCLUDING DESCRIPTIVE METRICS AND
QUALITATIVE VALUES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is related to U.S. Pat. No. 6,317,599
entitled “Method and System for Automated Optimization of
Antenna Positioning in 3-D,” awarded to T. S. Rappaport et
al, and pending applications Ser. No. 09/688,145 entitled
“System and Method for Design, Tracking, Measurement,
Prediction and Optimization of Data Communication Net-
works,” filed by T. S. Rappaport et al, and Ser. No. 09/221,
985 entitled “System for Creating a Computer Model and
Measurement Database of a Wireless Communication Net-
work,” filed by T. S. Rappaport et al, the subject matter of
which is incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The invention relates to the field of measurement science
and field measurements, and is generally related to the
measurement, visualization, and storage of measurable char-
acteristics of any spatially distributed group of objects or
networks. Specifically, this invention relates to a method and
system used to measure, record, and visualize the quantita-
tive quality or performance metric of measurable parameters
as applied to communications networks and the components
and infrastructure that comprise such networks. The inven-
tion is also applicable, however, to the measurement, inter-
pretation, visualization, and storage of the quality, perfor-
mance, or observable metrics or features of any group of
objects distributed in space, such as a distributed network of
power cables, water pipes, heating or air conditioning sys-
tems, or groups of buildings, rooms, cars, or other entities
that are located in distinct locations and which have prop-
erties that may be measured or quantified.

2. Description of the Related Art

Distributed networks of components are used throughout
buildings and campuses, and are vital for carrying materials
throughout a facility. When buildings are built, wires must
be run to connect power outlets to an external power source,
and air conditioning or heating ducts must be installed
throughout a facility or campus. These distributed networks
of components generally distribute air, fluids, or in the case
of'a communication or power network, electrons, throughout
a building or campus. Wireless communication networks
distribute radio or optical waves to provide coverage. When
deploying a distributed network of components within
buildings, or between buildings, or within urban or suburban
cores, it is often difficult to locate the physical location and
actual installed components that comprise such distributed
networks after the building or core is completely built, and
field measurements must be conducted to determine suit-
ability, quality, or proper performance of the “hidden”
network. Such distributed networks are vital for the opera-
tion of any building or campus or urban area, and may
include passive or active components that require power or
which provide control signals, and which may be in plain
sight or may be hidden underground, behind walls, located
in raised ceilings, etc.
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Alternatively, it is often instructive to quantify the con-
dition, suitability, or to measure or quantify the inventory, of
a number of spatially distributed objects that are in plain
view. For example, on an army base or in a large apartment
complex or shopping mall, there may be many different
apartments or rental spaces that need to be checked and
validated for suitability for tenants—the chore of ensuring
there are sufficient pieces of furniture, appropriate lighting,
proper number of rooms, or measuring the cleanliness,
condition, or state of each apartment or office is vital to the
ongoing inventory management or preparations of a real
estate operation, and a computerized method for rapidly
inventorying and measuring (e.g. inspecting) the condition
or quality or specific counts of particular measurable objects
that are spatially distributed and viewable is important.

In the case of distributed communications networks
within buildings or campuses, active components, such as
base station access points (for wireless local area networks),
base stations (for cellular or PCS systems), routers and
switches (for wired or wireless networks), cables and con-
duit that connect such active items, and individual user
terminals (such as mainframe or portable computers, hand-
held devices, Bluetooth devices, or other components (fixed
or portable), that may be wired or wirelessly connected to a
network) are used to send information from one place to
another, and these are often difficult to physically detect.
Thus, measurements are often required at various locations,
sometimes involving off-the-air monitoring, or monitoring
from specific identifiable jacks or outlets, when components
of the network are hard to see or hard to reach. Information
sent in such communication networks often takes the form
of voice, video, or data. To transmit information, a commu-
nications network breaks down a message into a series of
digital or analog symbols, which are often represented by
finite binary numbers in practice. The process of represent-
ing information can be analog or digital, as is well under-
stood by artisans in the communications field. Such methods
for representing and transmitting messages in an analog or
digital communication network are well known in the art,
and are described for example in the popular texts “Wireless
Communications: Principles and Practice”, Prentice Hall, c.
2002, 27 edition, by T. S. Rappaport, or “Digital Commu-
nications, Second Edition” by Bernard Sklar, c. 2001. Such
transmissions may be carried over wired distributed net-
works, over the air via wireless RF or optical networks,
optical cable networks, or any combination thereof. Similar
fundamental knowledge exists for other types of distributed
networks, such as cooling or heating distribution networks,
plumbing, structured cable or wiring, as known and prac-
ticed by skilled artisans in such fields.

For the specific application of a communications network,
it is known that data communication networks are a specific
type of communication network that transmit digital infor-
mation, represented as bits or bytes. While conceptually
simple, the means of transmitting the data from some point
A to some point B can be complicated and may widely vary
in implementation. Hundreds of protocols, hardware
devices, software techniques, products, and programs exist
to handle how data is sent correctly and efficiently. The exact
performance of a given data communication network is
extremely difficult to predict or even measure because of this
complexity. Depending on particular number of users, net-
work delays outside of the campus, or movement or settings
of equipment within a facility or a large area network, it is
well known that there are a myriad of issues that may impact
the performance of a communications network and the
channels that carry the information between users of such a
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network. Such networks require measurements to be per-
formed in-situ so that a technician or service worker can
rapidly determine the quality of the network. In the future,
however, as wireless and wired digital networks become
pervasive, it will be of paramount importance to provide
tools and techniques to non-technical personnel so that
less-specialized people, or even simple, automated robots,
can readily perform installation, test, calibration, trouble-
shooting, and routine maintenance on distributed networks
or spatially distributed objects.

Data communication networks can often be classified as
either a circuit switched or a packet switched network, both
of which are well known in the art. Both network types use
channels to transmit information. A channel is a name give
to the communications path (or paths) between users or
devices connected in a communications network. A channel
may consist of many different individual hardware devices
and is a specific route or possible set of routes between a
transmitter and a receiver. In a circuit switched network,
information is transmitted by way of an exclusively reserved
channel. A network channel is reserved temporarily for the
sole use of a single transmission and bits are sent all at once
for the particular user. An example of this is the use of an
AMPS or ETACS voice channel in an analog cellular
network or the transmission of a document using a fax
machine. After establishing a connection, all data is sent
from the first fax machine to the second in a single, long
stream of bits. The bits in this case are transmitted as
different frequency tones on the telephone line. A high
pitched toned may represent a “1” while a low pitched tone
may represent a “0.” The receiving fax receives the bits of
the message by translating the series of high and low pitch
tones into data bits and reconstructs the original document.

Packet switched networks are another type of data com-
munication networks in which all data are transmitted as
many, small chunks of data bits called packets and sent
individually from one location to another. A packet is a
self-contained portion of a full message that is made up of
a header, data bits, and sometimes a footer. The packet
contains information in the header and footer that allows the
data communications network to properly transmit the
packet and to know which message the data in the packet
belongs to. Packet switched networks are classified as con-
nection oriented or connectionless depending on how the
packets are transferred. In connection-oriented networks, a
network channel is used which is predefined for each
transmission, whereas, in connectionless networks, packets
are sent simultaneously on a shared channel in multiple
transmissions. In this case, packets require an identifier that
gives the address of the receiver. This address is understood
by the communications network to allow the packet to be
properly sent to the correct receiver. Since each packet can
be transmitted separately and thus interleaved in time with
packets from other transmissions, it is generally more effi-
cient to use a connectionless transmission method when
using shared network resources.

An example of a connectionless, packet-based transmis-
sion is a file transfer between two computers on an internet
protocol (IP) based, Ethernet network that both computers
are attached to. In this case, the file that is to be transmitted
is fragmented at the transmitter into appropriate packets and
labeled with the IP address, which is the identifier used by
the network to forward the packet to the correct receiver. The
packets are then sent from the transmitting computer to the
receiving computer. The Ethernet network is capable of
supporting multiple file transfers from many different com-
puters all using the same network by controlling the flow of
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packets from each destination in a shared fashion. The
receiver then assembles the packets into an exact copy of the
original file, completing the transmission.

All communication networks utilize some form of com-
munication protocol to regulate the transmission and recep-
tion of information. A protocol is the set of rules that all
hardware and software on a communication network must
follow to allow proper communication of data to take place.
Many hundreds of protocols are in active use today in the
worldwide exchange of information. Some of these proto-
cols, such as the Internet Protocol (IP), Transport Control
Protocol (TCP) or the User Datagram Protocol (UIDP),
define the way in which the network is accessed. Other
protocols, such as the Internet Protocol (IP), Ping, Hypertext
Transfer Protocol (HTTP), the File Transfer Protocol (FTP),
or simple network management protocol (SNMP), etc., also
define how messages and packets are formatted, transmitted,
and received.

All communication networks may be analyzed and mea-
sured in some fashion to evaluate the efficiency and perfor-
mance of the network as well as to confirm the network is
functioning properly. In order to evaluate the functionality of
these data networks, certain performance criteria are used.
These performance criteria include, but are not limited to:
SNR, SIR, RSSI, Ec/lo, number of retries, throughput,
bandwidth, quality of service, bit error rate, packet error
rate, frame error rate, dropped packet rate, packet latency,
round trip time, propagation delay, transmission delay, pro-
cessing delay, queuing delay, network capacity, packet jitter,
bandwidth delay product and handoff delay time. Each
performance criterion specifies a different performance
parameter of a data communications network, or relates a
specific measurement to well known general metrics as
taught here. These criteria are further described below, and
may be measured to determine, during a field survey or
through remote means, the quality of the network under
study.

A link is a portion of a path followed by a message
between a transmitter and a receiver in a data communica-
tions network. Network connections often consist of indi-
vidual devices relaying network packets from the transmitter
to the receiver. This means a network connection can consist
of several actual transmissions between the original trans-
mitter and the intended receiver. Each individual relay is
called a link. Typically a full network connection consists of
several links. Performance criteria can be measured for each
individual link. Such concepts and terms are well under-
stood by practitioners.

Received Signal Strength Intensity (RSSI) is a measure-
ment of the strength of the transmitted signal a receiver
detects. It is generally measured in watts (W), milliwatts
(mW), or decibels relative to milliwatts (dBm), or some
other metric that is mathematically related to signal strength
(for example, the E-field or open circuit voltage) and reflects
the power of the signal being received. In many communi-
cation systems, RSSI directly reflects the quality of the
connection between the transmitter and receiver. Signal-to-
Interference (SIR) and Signal-to-Noise (SNR) are compari-
sons of the RSSI of the desired signal to the RSSI of other
signals (i.e., interferers) or general background, spurious,
thermal, or cosmic noise. These comparisons are ratios,
generally measured in decibels (dB), and provides a separate
perspective on the quality of the communication link
between transmitter and receiver. Similarly, Ec/lo is the
Energy in a spread spectrum chip, divided by the Interfer-
ence energy in a detection bandwidth, and this is related to
SNR and SIR.
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Throughput is a measurement of the amount of data,
which can be transmitted between two locations in a data
network, not including header, footer or routing information
bits. It is generally measured in bits per second (bps) or
symbols per second (sps) and can be specified for hardware,
software, firmware or any combination thereof that make up
a connection between transmitter and receiver in a data
communication network. Frame Error Rate (FER) and Bit
Error Rate (BER) are statistical measures of the instanta-
neous or average likelihood of receiving a frame or bit in
error through one or more channels or paths in the network,
between any two particular network points. Bandwidth is the
raw data rate that may be sustained by a given communi-
cations network and is generally slightly higher than
throughput. For instance, an Ethernet link may be rated for
a 10 Mbps bandwidth but a measurement of an actual file
transfer may show that the rate at which data can actually be
transferred between two computers using that same link is
only a throughput of 6.8 Mbps as is taught in Peterson, L.. L.
and Davie, B. S., Computer Networks: A Systems Approach.
San Francisco: Morgan Kaufmann Publishers, 2000. Band-
width may alternatively mean the RF or baseband passband
of a filter or channel. Bandwidth is defined in many ways in
textbooks such as “Wireless Communications: Principles
and Practice,” by T. S. Rappaport, c. 1996, and the second
edition of the same text, c¢. 2002.

Quality of service (QoS) is a term that is used to describe
networks that allocate a certain amount of bandwidth to a
particular network transmitter. Such a network will allow a
transmission to request a certain bandwidth. The network
will then decide if it can guarantee that bandwidth or not.
The result is that network programs have a reliable band-
width that can more easily be adapted to. When the quality
of service of a connection is measured, the bandwidth that
the network claims to offer should be compared to the actual
bandwidth for different requested bandwidths. QoS also
relates to packet delay, BER, FER, and the number of retries
needed to successfully communicate data packets through-
out a network.

FIG. 1 illustrates the difference between bits, packets, and
frames. Various error rates are defined for data communi-
cation networks for bits, packets and frames. Bits are the
core of packets and frames. The bits are the actual message
data that is sent on the communications network. Packets
include the data bits and the packet header and packet footer.
The packet header and packet footer are added by commu-
nications network protocols and are used to ensure the data
bits are sent to the right location in the communications
network and interpreted correctly by the receiver. The packet
header and packet footer are also used to ensure that packets
are sent correctly and that errors are detected should they
occur. Frames are simply series of bits with a certain pattern
or format that allows a receiver to know when one frame
begins or ends. A bit error rate is the percentage of bits that
reach the receiver incorrectly or do not reach the receiver as
compared to the number of bits sent. Packet error rate or
dropped packet rate is the percentage of packets that reach
the receiver incorrectly or do not reach the receiver as
compared to the number of packets sent. A frame error rate
is the percentage of frames that reach the receiver incorrectly
or do not reach the receiver as compared to the number of
packets sent.

Several terms are used to quantify the delay times of
certain network events and may be expressed in time units
of seconds. Packet latency is the time required to send a
packet from transmitter to receiver, while Round Trip Time
(RTT) is the time required for a packet to be sent from

20

25

30

35

40

45

50

55

60

65

6

transmitter to receiver and for some sort of acknowledge-
ment to be returned from the receiver to the original trans-
mitter. Propagation delay, transmission delay, processing
delay, and queuing delay describe the time required for
different portions of a packet transmission to occur. The
packet latency and round trip time of a network connection
is found by summing the propagation delay, transmission
delay, processing delay and queuing delay of either a one
way or round trip network connection. Propagation delay is
the time required for a packet to traverse a physical distance
from the transmitter to the receiver. Transmission delay is
the time required from when the first bit of a packet arrives
until the last bit of the same packet arrives. Processing delay
refers to the time required to subdivide a data message into
the individual packets at the transmitter, and to the time
required to recreate the full data message from the data
packets at the receiver. Queuing delay refers to the time
spent waiting for shared resources to be freed from use by
other transmissions. These delay times are all useful for
evaluating different aspects of a data communications net-
work performance.

Two other network performance criteria are packet jitter
and bandwidth delay product. Packet jitter is the variation in
the arrival time of packets that are expected to arrive at a
regular rate and is typically measured in time units of
seconds. A bandwidth delay product is the number of bits
that can be sent from a transmitter before the first bit sent
actually reached the receiver. The bandwidth delay product
is found by multiplying the packet latency of a certain link
by the bandwidth of the same link.

Handoffs occur in wireless data networks when a user
moves out of range of one access point and into range of
another access point. In this situation, the first access point
must pass the responsibility of delivering data to the wireless
user to the second access point. The handoff time is the
amount of time required by an access point to coordinate
with another access point to allow a wireless user to connect
from one access point to another access point.

While the above explanation teaches some of the basic
parameters that may be measured or which are of interest to
current day wireless and wired networks, it should be clear
that other important metrics or parameters, which relate to
the instantaneous, average, peak, minimum, near-term, or
long-term performance of a communications network, are
known now or may be known in the future. The above list
of parameters are useful to measure and record, so that
technicians may understand the functioning of the network,
so that troubleshooting, improvements, or evaluation of
network quality may be quantitatively obtained through
measurement, and displayed, stored, presented, archived, or
compared with prior performance levels or metrics that were
obtained earlier or by other personnel. Furthermore, it is
evident that there are metrics or quantities or values that may
be related to the above listing of parameters, which may be
known now or in the future, which could be measured to
determine or quantify performance levels or quality levels
for communications networks, and such metrics may also be
measured, monitored, displayed, stored, presented, and com-
pared with prior performance metrics.

While the above description of a communications net-
work has detailed many of the important network parameters
that can or should be measured to determine actual perfor-
mance of a network that is installed in the field, it should be
clear to anyone skilled in the art of plumbing, air condition-
ing, heating, structured cabling, or in other areas that involve
the installation, test, troubleshooting, or repair of a distrib-
uted network of components within buildings, between






